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About Centre Tecnològic de Telecomunicacions
de Catalunya (CTTC)

No profit research 
center funded in 
2001, after a public 
initiative

It receives financial 
support from the 
Generalitat de 
Catalunya and from 
research projects 
(both industrial and 
competitive funds) Research is both 

applied and 
fundamental

It contributes about 
83 journals and 127 
int’l conferences 
every year.

It is approximately 
self-funded at 60%
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H2020 MonB5G 
(Distributed management of Network Slices

in beyond 5G) 
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 Duration: 42 months

 Starting date: 01/11/2019

 Total budget: 5,572,491.25 Euros

 EC funding: 5,572,491.25 Euros

 Total PMS: 662

 Contact people:

 Dr. Engin Zeydan (Project Coordinator, CTTC), Selva Via (Project Manager
, CTTC)

 URL: www.monb5g.eu
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General Information

https://cordis.europa.eu/project/id/871780



MonB5G proposes a novel autonomic management and
orchestration framework, heavily leveraging distribution of
operations together with state-of-the-art data-driven AI-based
mechanisms.
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Consortium



• Vision: Hierarchical, distributed, scalable, and AI-based management 
of a massive number of network slices across domains, towards zero-
touch management. 

• Technical approach:
• Distribute the management functions over all entities in charge of 

the Life Cycle Management (LCM) of network slices
• Delegate service-level management functions to be on-boarded within the 

network slice
• Distributed closed control loops that assist the LCM entities with

state-of- the-art AI-based and data-driven mechanisms
• MS: Monitoring Systems; AE: Analytical Engine; DE: Decision Engine

• Two use-cases will be demonstrated
• Zero-Touch Network and service management with end-to-end SLAs
• AI-assisted policy-driven security monitoring & enforcement
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MonB5G Overview
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Project High-level vision

AI-enabling Global scope closed loop

H. Chergui, A. Ksentini, L. Blanco and C. Verikoukis, "Toward Zero-Touch Management and Orchestration of Massive
Deployment of Network Slices in 6G," in IEEE Wireless Communications, vol. 29, no. 1, pp. 86-93, Feb. 2022
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Project High-level vision

AI-enabled Global Scope control loop
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MonB5G: Main functional blocks

Distributed
Management 

& 
Orchestration
Architecture

Closed control loop (Data driven
algorithms) 

Monitoring 
Systems

(MS)

Decision
Engine (DE)

Analysis
Engine (AE)

Security and 
Energy

Management 
mechanisms

Defining a scalable & Zero-touch
service management architecture 
for massive network slice 
deployment
(1) Use-case refinement
(2) AE/DE requirement
(3) KPI

(1) Distributed
monitoring
(2) Graph-based data 
representation

(1) Distributed ML 
(Federated Learning)
Distributed Inference
(2) AI-driven network fault

management
(3) Slice-level KPI 
prediction

(1) Distributed Reinforcement
Learning for slice orchestration
(2) Data-driven inter-slice 
management

(1) Zero touch security management 
architecture
(2) Trust management
(3) AI-based Security management 
mechanisms
(4) AI-based Energy management 
mechanisms
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Timeline
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ITU-T SG13 Contributions

Orange Poland, in the name of the consortium has made 
contributions and proposals to ITU-T
ITU-T: Contribution about MonB5G scalable architecture
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ITU-T journal paper recently accepted!
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Contribution

• To deal with the FL resource provisioning task at the local analytic engines
(AEs), we formulate the corresponding SLA-constrained optimization problem
under the proxy-Lagrangian framework and solve it via a non-zero sum two-
player game strategy.

• To ensure scalability under massive slicing, a novel SLA-driven stochastic FL
policy is designed. A subset of active AEs is selected in each FL round, based
on their violation rate (convergence time & communications overhead
improvement, energy efficiency).

• Deploy the proposed solution in a containerized in a cloud-native
environment.
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Network model and dataset

• 6G RAN-Edge topology under per-slice CU/DU functional split. Each TRP co-located with
its DU.

• Each CU k (k=1,…,n) has a MS and an AI-enabled AE.

• Each CU performs data collection to build a local dataset ௞ = { ௞
(௜)  ௞

(௜)}௜ୀଵ
஽ೖ of size ௞ .

• An OSS server (at the cloud) plays the role of the FL model aggregator.

• SLA is established between slice n tenant and infrastructure provider so that the CPU
resources not exceed [αn, βn] with a prob. higher than a threshold γn. 17



Resource Prediction under SLA

Local Data-constrained Models (Clients)
• Local datasets
• Local constraints (e.g., congestion rate)

• Predict slice-level resource usage under SLA constraints,
• For each slice: Multiple decentralized AEs as per the architecture,
• Challenges:

• Extend federated learning framework to include SLA constraints 
• Ensure local SLA per slice while using small decentralized local datasets

•
•
•

Global AE/DE

Global Federated Averaging algorithm (Server)
• Average local models having the same 

constraints (same slice)
• Send updated global model to clients

Each slice @ TD
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Mini-Datasets and Settings

• 3 slices:
• eMBB: NetFlix, Youtube and Facebook Video,
• Social Media: Facebook, Facebook Messages, Whatsapp and Instagram,
• Browsing: Apple, HTTP and QUIC.

• For each slice: 200 MS/AE instances (clients)

• Local mini-datasets of size = 1000 samples NIID

Feature Description

Features

OTT Traffics per TRP
Includes the hourly traffic for the top OTTs: Apple, Facebook, Facebook Messages, Facebook 
Video, Instagram, NetFlix, HTTPS, QUIC, Whatsapp, and Youtube

CQI Channel quality indicator reflecting the average quality of the radio link of the TRP

MIMO Full-Rank Usage of MIMO full-rank spatial multiplexing in %

Output

DLPRB
Number of occupied downlink physical resource
blocks

CPU Load CPU resource consumption in %

RRC Connected Users Number of RRC users licenses consumed per eNB
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Statistical Federated Learning

• SLA : any assigned resource to the tenant should not exceed a range [ ௡ ௡] 
with a probability higher than an agreed threshold ௡

• This translates into learning the CPU resource allocation model under empirical 
cumulative density function (CDF) constraints

• Amounts to solving the following local optimization task at FL round 

Empirical CDF

H. Chergui, L. Blanco and C. Verikoukis, "Statistical Federated Learning for Beyond 5G SLA-Constrained RAN Slicing," in
IEEE Transactions on Wireless Communications, March 2022.
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Statistical FL. Results (1/2) 

• CPU load distributions

H. Chergui, L. Blanco and C. Verikoukis, "Statistical Federated Learning for Beyond 5G SLA-Constrained RAN Slicing," in IEEE
Trans. on Wireless Comm., March 2022.
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Statistical FL. Results (1/2) 

• CPU average SLA violation rate

• Dramatic overhead reduction at convergence

H. Chergui, L. Blanco , L. A. Garrido, K. Ramantas, S. Kuklinski, A. Kasentini, S. Kuklinksli, "Zero-Touch AI-Driven Distributed
Management for Energy-Efficient 6G Massive Network Slicing," in IEEE Dec. 2021.



• GOAL: To ensure scalability under massive slicing, a novel SLA-driven stochastic FL 
policy is designed. 

• Based on the SLA violation rate, a subset of the m out of K AEs participate in the 
training (each FL round)

• SLA violation evaluation in test mode:

• AEs with low SLA violation have higher probability to participate in the FL round  
(softmin-based policy)

• The trained model is broadcast to all AEs

SLA-driven stochastic AE Selection Policy
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• SLA violation evaluation in test mode:

• A subset of the m out of K AEs participate in 
each FL round.

• AEs with a low SLA violation have a higher 
probability to participate in the FL round  
(softmin function)

SLA-driven stochastic AE Selection Policy
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S. Roy, H. Chergui, L. Sanabria-Russo and C. Verikoukis, "A Cloud Native SLA-
Driven Stochastic Federated Learning Policy for 6G Zero-Touch Network
Slicing," IEEE ICC 2022.



Docker Implementation. Architecture

• AEs simultaneously run by using Docker compose tool.
• Through REST API, the FL Server and AEs (clients) can communicate with 

each other. 
• FastAPI as a REST API is used in our implementation because it is a modern, 

open-source, fast, and highly performant Python web framework used for 
building Web APIs.
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Docker Implementation: Communication process

Server (4 APIs):
• POST/client: Registering clients with the Server. 

(from Client to Server)
• GET/select client: Initiate policy for selecting 

clients and corresponding FL training. (from 
Admin to Server)

• POST/SLA: Clients send their SLA violation rate to 
the Server node. (from Client to Server)

• PUT/model-weights: Clients send calculated 
model parameters to the Server node. (from 
Client to Server)

Client (3 APIs):
• PUT/SLA: Server requests each of the clients to 

calculate their SLA violation rate. (from Server to 
Client)

• POST/training: Server requests the selected 
clients to start FL training with new model 
weights. (from Server to Client)

• PUT/worker_model: Update client initial model 
parameters. (from Server to Client)

Admin

26



Docker Implementation. Workflow

STEP 1: REGISTRATION: All clients register with their IP address in the server node using
POST/client request.

STEP 2: START: After registration, server sends a request to all the registered clients to
start the client selection process through POST/select-client request.

STEP 3: COMPUTE SLAs: All clients compute and send their SLA violation rate to the
server through PUT/SLA & POST/SLA.

STEP 4: COMPUTE PROB. DISTRIBUTION: Server generates the probability distribution
of the clients using the softmin function and selected clients using np.random.choice.

STEPS 5-6: TRAINING: Server sends POST/training requests to the selected clients and
start FL training.

STEPS 7-8-9: COMPUTE & UPDATE WEIGHTS: Model weights of each selected client are
sent to the server through PUT/model-weights, and then Server averages the weighs
and update the weights of the clients using PUT/worker-model & repeat same
procedure next FL rounds (GO TO STEP 3).
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Docker Implementation Workflow
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Scalability

• Select 25 AEs out of (40, 50)

Faster convergence Scalability
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S. Roy, H. Chergui, L. Sanabria-Russo and C. Verikoukis, "A Cloud Native SLA-Driven Stochastic Federated
Learning Policy for 6G Zero-Touch Network Slicing," IEEE ICC 2022.



SLA

• Select 50 AEs out of 100 (Simulated)
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Visualization Setup
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Demo and Kibana Dashboard
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Kibana Dashboard

Convergence point
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Kibana Dashboard
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Kibana Dashboard & Overhead

Convergence point

• Uplink Overhead ≈ # FL Rounds x # Selected Clients x # Weights x # 32 bits
Convergence at round 21 (SLA violation reaches 0.01 and Loss variation is low) 


• Policy uplink overhead is ≈ 30.2 KB
• No Policy FL uplink overhead is ≈ 40.3 KB 

• Reduction in overhead compared to non-policy FL (or vanilla/traditional FL)
=>  %25
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